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1) What & Why Data Provenance?

2) What did we collect?

3) The Explorer

4) Ecosystem Audit & Analysis

○ Commercial vs Non-Commercial divide

○ Global North vs Global South

○ Legal situation going forward

5) What’s Next?

Agenda



What & Why Data Provenance?

(Motivation)



1) What is right for our application?  (tasks, topics, domains, languages)

2) What is legally permissible? (sources, licenses, terms, precedence of use)

3) What satisfies ethical/PR concerns? (creators, representation)

What data should we use for training?



What data should we use for training?

- New York Times, Dec 27

- The NYPost, Dec 18

- The Verge, Dec 20

Terms of Use

Non-consensual graphic data

Copyright



What data should we use for training?

- New York Times, Dec 27

- The NYPost, Dec 18

- The Verge, Dec 20

Synthetic
Terms of Use
Privacy
Languages
Time of Collection
Accuracy
Creators
Non-consensual graphic data
Topics
Domains
Tasks
Sources
Size metrics
Copyright
Popularity



Of the datasets have 
incorrect licenses

65%



We face a crisis in data understandingprovenancetransparency



Original Sources

D1

D2

D3

D4

D5

Datasets

Lorem ipsum dolor sit amet, consectetur 
adipiscing elit. Nulla ipsum mauris, vulputate 
quis arcu nec, malesuada rhoncus diam. 
Vestibulum molestie velit ac turpis 
ullamcorper, a fermentum augue finibus. 
Donec gravida euismod nisl ac viverra. Sed 
vitae mi ut risus condimentum malesuada. 
Proin at posuere leo, ac fermentum 
purus.Donec placerat nec ipsum quis 
malesuada. Donec sit amet diam vestibulum, 
dapibus nulla placerat, fermentum 
dolor.Aenean lacinia ut felis ut tristique. 
Praesent feugiat dolor in leo

Data Collections

Task Composition

Languages

Text Domains
Text Topics

Time of Collection Text MetricsLinks to Aggregators

Human 
Annotation

Machine 
Generated

LicensesCreator Institutions

Citation Count
Download Count

Text Sources





Compile all License 
Information

Search for an Explicit 
Data License

(?)

(?)

MIT

“Open 
source”

Data:
CC BY SA

MIT

Identify License 
Type

Options:

CC-0
MIT
Apache 2
CC BY SA
CC BY NC SA 
GPL
OpenAI
Custom
Unspecified

Categorize 
License

Permitted Use:

Academic
Non-Commercial
All Uses

Attribution:
Yes
No
Unspecified

Share-Alike:
Yes
No
Unspecified

License Annotation Workflow



A crisis in data…

TransparencyProvenance Understanding
● Undocumented data

● Inability to properly audit

● E.g. Abilities, copyright, 

originality, PII leaks, train/test 

overlap…

● Biases & Toxicity

● Unintended model behavior

○ Chatty or terse?

○ Cautious or uninhibited?

○ Mono- or Multilingual?

● => Poor quality models

● Missing/ambiguous licenses 

65% of HF licenses are 

missing or incorrect.

● License revisions 

post-release (e.g. Mosaic 

ML’s MPT models)

● Lawsuits (e.g. Stability AI 

and OpenAI)



Where does our work fit in?

Data Nutrition Project
● Chmielinski et al 2020
● Standardized labels for many 

kinds of datasets

Actually annotating + preparing data!

We go beyond these by…

Datasheets for Datasets
● Gebru et al 2018
● Standardized labels for ML 

data

Ecosystem Graphs
● Bommasani et al 2023
● Mapping model / data / 

application relations

https://securedata.lol/camera_ready/26.pdf
https://arxiv.org/abs/1803.09010
https://arxiv.org/abs/2303.15772


What did we collect?

(and what did we build)



A crisis in data

transparencyprovenance understanding

A Large-Scale Dataset Audit
(1858+ Datasets) 

Trace provenance lineage for 

each dataset, from text sources to 

dataset creators, to licenses.

A data explorer tool for developers 

to filter on any data provenance or 

characteristics criteria, download, 

and generate a Data Provenance 

Card for attribution.

The largest empirical analysis of 

supervised text data, and their 

provenance, to date.





Anthropic HH-RLHF

The Flan Collection

Super-Natural Instructions

Open Assistant 
Open Instruction Generalist

Dolly v2

Tool LLaMA

Alpaca
CodeAlpaca

Evol-Instruct v2 WebGPT
OpenAI Summarization

Starcoder Self-Instruct
Unnatural Instructions

Joke Explanations
Book Summaries

CoT collection
Self-Instruct
GPTeacher
Longform
GPT-4All
Airboros
SHP  …

Tasksource

Camel Science

Baize Data Lima Flacuna

ShareGPT

Orca UltraChat

xP3

And More…



The Explorer

www.dataprovenance.org



● Open source: who is this tool for?
● Gif: maybe not dark mode. Select many datasets so graphs looks 

maximally interesting
● What is the data sources? Who are the creators?
● Heatmaps: languages → creators



● Model Trainers can filter for datasets that match their 
use case and confirm its licensing to source their 
datasets legally and ethically

● Researchers can search for patterns and uncover biases

● Data Creators can verify how their data is being used

The Data Provenance Explorer [dataprovenance.org]







* From dataprovenance.org with filters [Non-Commercial Licenses, Indo-European Languages]

Language Representation by Country



* From dataprovenance.org with filters [Non-Commercial Licenses, Indo-European Languages]

Dataset Creator Representation by Country



* From dataprovenance.org with filters [Non-Commercial Licenses, Indo-European Languages]

Language Representation by Country Dataset Creator Representation by Country

Languages vs Creators Side by Side



A Global minority is driving the creation 
of datasets that affect us all.



* From dataprovenance.org with filters [Non-Commercial Licenses, Indo-European Languages]

Text Length Metrics

By License By Regular/Synthetic Text



* From dataprovenance.org with filters [Non-Commercial Licenses, Indo-European Languages]

Task Category Distribution



* From dataprovenance.org with filters [Non-Commercial Licenses, Indo-European Languages]

Text Source Domains



Try it yourself!



Ecosystem Analysis & Takeaways

(Why does it matter?)



RQ1: How accurate is public license info?



Not very accurate!

43.4% 35.3%53.9%
(% Correct Category)

Unspecified: 69%-72%
After annotation: 30.7%



RQ2: What’s available by license type?



Mostly commercially permissive!

Long tail of custom licenses

SA: 33% BY: 73%



RQ3: Changes over time?



Big changes
in 2023!

New datasets are increasingly noncommercial

Commercial

Unspecified

NC / Academic-Only



RQ4(a): Disparities by language?



Commercial

Unspecified

NC / Academic-Only

Less commercial data for low-resource languages!

“Unspecified” especially for 
Indo-European languages



RQ4(b): License differences by domain?



Commercial

Unspecified

NC / Academic-Only

Big differences between domains!



RQ4(c): License differences by task?



Commercial

Unspecified

NC / Academic-Only

Even bigger inter-task differences!

Exciting tasks, hard to 
find permissive data











What’s Next?

(//)



● 40-50+ contributors

● 15+ countries & organizations

● + Vision + Speech + Pre-training Datasets

● Wider ecosystem audit

● Investigating data accessibility, 

representation & composition

We are growing…

- Washington Post, Oct 25

- VentureBeat, Oct 25

- IEEE Spectrum, Nov 8



dataprovenance.org



Thank you!

dataprovenance.org


